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PURPOSE 
We aimed to evaluate digital breast tomosynthesis (DBT)-based radiomics in the differentiation 
of benign and malignant breast lesions in women.

METHODS 
A total of 185 patients who underwent DBT scans were enrolled between December 2017 and 
June 2019. The features of handcrafted and deep learning-based radiomics were extracted from 
the tumoral and peritumoral regions with different radial dilation distances outside the tumor. 
A 3-step method was used to select discriminative features and develop the radiomics signature. 
Discriminative clinical factors were identified by univariate logistic regression. The clinical fac-
tors with P < .05 were used to build a clinical model with multivariate logistic regression. The 
radiomics nomogram was developed by integrating the radiomics signature and discriminative 
clinical factors. Discriminative performance of the radiomics signature, clinical model, nomo-
gram, and breast imaging reporting and data system assessment were evaluated and compared 
with the receiver operating characteristic and decision curves analysis (DCA).

RESULTS 
A total of 2 handcrafted and 2 deep features were identified as the most discriminative features 
from the peritumoral regions with 2 mm dilation distances and used to develop the radiomics 
signature. The nomogram incorporating the radiomics signature, age, and menstruation status 
showed the best discriminative performance with area under the curve (AUC) values of 0.980 
(95% CI, 0.960 to 1.000; sensitivity = 0.970, specificity = 0.946) in the training cohort and 0.985 
(95% CI, 0.960 to 1.000; sensitivity = 0.909, specificity = 0.966) in the validation cohort. DCA con-
firmed the potential clinical usefulness of our nomogram.

CONCLUSION 
Our results illustrate that the radiomics nomogram integrating the DBT imaging features and 
clinical factors (age and menstruation status) can be considered as a useful tool in aiding the 
clinical diagnosis of breast cancer.

Breast cancer is the most common cancer among females with fast-growing preva-
lence rates, accounting for approximately 30% of all cancer diagnoses.1-3 Previous 
reports have demonstrated that early detection and timely treatment are key to the 

prognosis of breast cancer patients.4 In clinical practice, the most widely used early detec-
tion technique for breast tumor is standard X-ray mammography, due to its advantages of 
fast processing, low cost, and easy operation.5 However, the specificity and sensitivity of 
dense and heterogeneous breasts tend to significantly reduce because normal tissues can 
obscure the breast lesions, which cause limitations during visual examinations.4 In addition, 
structural disorder, which is also known as the early sign of breast cancer, is the most easily 
ignored false-negative sign in standard X-ray breast screenings, thus misleading the detec-
tion performance of early diagnosis.6,7 In order to differentiate occlusions from the presence 
of other issues, the digital breast tomosynthesis (DBT) scanning has been applied widely for 
early-stage breast cancer screening,8 which employs rotating the X-ray tubes at a limited 
angle, thus allowing improved identification of anomalies obscured by normal breast tis-
sue.9 Early studies have shown the DBT examination can effectively reduce false-positive 
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and false-negative rates compared with 
traditional X-ray mammography on all  
breast density subtypes, especially on het-
erogeneously dense breasts,10,11 and dem-
onstrated great clinical values of DBT for 
breast cancer patients12,13 The wide applica-
tions of DBT screenings have some limita-
tions since well-experienced radiographers 
are needed during visual examination of 
DBT data to give clinical decisions by ana-
lyzing the morphological changes in the 
DBT image.14

In recent years, radiomics has drawn 
increasing attraction in the fields of dis-
ease diagnosis, staging, and therapeutic 
response prediction because it makes pre-
cision medicine possible in a non-invasive 
manner by extracting and selecting high 
volumes of quantitative imaging features 
and revealing the features and the under-
lying pathophysiology.15-19 Previous stud-
ies have demonstrated improvements 
in the detection performance of breast 
cancer using radiomics compared with 
those using visual examination by radi-
ologists.20-22 Recent reports have also high-
lighted the importance of radiomics in 
breast cancer diagnosis by breast mammog-
raphy,23,24 ultrasound,25 magnetic resonance 
imaging,26 and positron emission tomog-
raphy/computed tomography,27 although 
the reports on radiomics in breast DBT data 
are still limited.13,28-30 The published studies 
have inherent limitations with limited fea-
ture types, limited number of patients, and 
lack of correlating their findings with clini-
cal evaluation, which may further limit the 
clinical applicability. 

In this study, we evaluated the tumoral 
and peritumoral regions in the breast DBT 
image in differentiating malignant from 

benign lesions using handcrafted and 
deep features and developed a radiomics 
nomogram by integrating the radiomics 
signature and important clinical factors for 
facilitating early diagnosis of breast cancer.

Methods
Patients

In this study, a total of 225 patients 
were enrolled between December 2017 
and June 2019. The patients’ lesions were 
pathologically confirmed as either benign 
or malignant. The retrospective research 
was approved by the ethics committee of 
our hospital (No. 2013010), and informed 
consent was waived. The patients (1) who 
were adult females older than 18 years and 
(2) who underwent DBT screening before 
surgery were included in the study. The 
patients (1) who underwent radiotherapy, 
chemotherapy, or immunotherapy treat-
ment before the DBT examination; (2) who 
were in their menstruation, pregnancy, or 
lactation periods; (3) who had a history of 
breast surgery, as well as breast implants 
surgery before the DBT examination; and (4) 
whose regions of interest (ROIs) cannot be 
accurately segmented due to overlapping 
artifact in the DBT image were excluded. 
According to the abovementioned criteria, 
40 patients were excluded and 185 patients 
were finally included. The numbers of 
patients with benign and malignant breast 
lesions were 85 and 100, respectively. The 
breast imaging reporting and data sys-
tem (BI-RADS) assessment for each patient 
was retrieved from the electronic medical 
records system (EMRS) of our hospital. All 
patients were randomly divided into train-
ing and validation cohorts in a ratio of 2 : 
1 by stratified sampling. This retrospective 
analysis of DBT data was approved by the 
institutional research ethics board of the 
hospital.

DBT acquisition
All patients were scanned with a breast 

DBT scanner (Hologic Selenia Dimensions, 
HOLOGIC) in our hospital. The obtained 
images were reconstructed into images 
with a thickness of 1 mm by computer 
to give a 3-dimensional view of the tis-
sue, slice by slice and suitably spaced. The 
thickness of the compressed breast deter-
mines the number of slices. Parameters for 
performing DBT scan were as follows: volt-
age range on the X-ray tubes of 20.0-49.0 

kV (step = 1.0 kV), current time range of 
300-400 m As, nominal power of 3.0 kW, 
scanning time of <4.0 s, reconstruction 
time of 2.0-5.0 s, and pixel size of 70 μm.  
The obtained DBT images with a resolu-
tion of 2457 × 1996 were interpreted on a 
HOLOGIC breast computer-aided diagno-
sis workstation (SecureViewDx; HOLOGIC) 
equipped with two 5-megapixel monitors. 
All the images were stored in the Picture 
Archiving and Communication System in 
our hospital in a format of Digital Imaging 
and Communications in Medicine.

Segmentation and mask dilation
For each patient, the tumoral regions 

(ROIs) were drawn by 2 radiologists with 
more than 10 years of work experience 
using the ITK-SNAP software (version 3.6.0; 
available from URL: http://www.itksnap.
org/). If divergence occurred during the 
work, other senior radiologists and spe-
cialist breast clinicians would be invited 
to provide help in making final decisions. 
The original mask was dilated with 5 dif-
ferent dilatation distances with an interval 
of 2 mm outside the tumoral region (up to 
a dilation distance of 10 mm). Therefore, 5 
new masks that represent the peritumoral 
regions outside the lesion were generated 
for each patient. Figure 1 shows an example 
of the ROI segmentation and mask dilation 
process. The dilated masks were then used 
to integrate with the original DBT images 
for the extraction of radiomics features.

Extraction of handcrafted features

For each patient, a total of 1967 hand-
crafted radiomics features were extracted 
using Pyradiomics as previously reported.31 
The original handcrafted features include 
18 first-order statistics features, 14 shape-
based features, and 75 texture features. The 
texture features contain 24 gray-level co-
occurrence matrix, 16 gray-level run-length 
matrix, 16 gray-level size zone matrix, 5 
neighbor gray-tone difference matrix, and 
14 gray-level dependence matrix. The origi-
nal DBT images were also filtered by 8 filters 
to generate transformed DBT images. The 
first-order statistics and texture features 
were then calculated from the transformed 
images. Detailed descriptions of image pre-
processing and parameter settings can be 
found in the Pyradiomics documentation 
(https​://py​radio​mics.​readt​hedoc​s.io/​) and 
Supplementary S1. Handcrafted feature 

Main points

•	 The features of handcrafted and deep 
radiomics were extracted and analyzed 
from the digital breast tomosynthesis 
images of 185 patients.

•	 The discriminative performance of 
tumoral and peritumoral regions was 
evaluated.

•	 The discriminative performance of the 
clinical model, radiomics signature, and 
BI-RADS assessment was evaluated and 
compared. A radiomics nomogram incor-
porating the radiomics signature and 
important clinical factors (age and men-
struation status) was developed for poten-
tial clinical applications.

http://www.itksnap.org/
http://www.itksnap.org/
https://pyradiomics.readthedocs.io/
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extraction methodology and filter types 
were described in Supplementary S2. 

Extraction of deep features
The VGG16 network containing 13 convo-

lutional layers, 3 max pooling layers, and 3 
fully connected layers was used to calculate 
the deep features. Detailed descriptions 
of the architecture of the VGG16 network 
can be found in the previous report that 
proposed the VGG model.32 To adapt to our 
task, the fully connected layers of the origi-
nal VGG16 were replaced by 3 new layers 
with neuron numbers of 256, 256, and 2. 
The transfer learning strategy33 was used to 
avoid over-fitting. Our adapted VGG16 net-
work was pretrained with 1.2 million natu-
ral images from the ImageNet database34 
before being fed with the DBT data. Data 
augmentation was also performed using 
the ImageDataGenerator package.35 Each 
DBT image was shifted up and down, then 
rotated by 5˚ randomly to enlarge the data 
amount. The DBT images were then resized 
to 224 × 224 and used as inputs to train the 
adapted VGG16 model with cross-entropy 
loss function with a learning rate of 0.0001 
and Adam optimizer. To calculate the deep 
features, the DBT slice with the largest 
lesions was fed into the adapted VGG16 
model. The features’ vectors contain 512 
elements derived and reserved from the 
second and third to the last layer of the fully 
connected layers of the adapted VGG16.

Radiomics feature selection and 
fusion

A 3-step method was used to select 
the discriminative features. First, we com-
pared the features between malignant and 
benign groups using the Mann-Whitney 
U test. The features with P < .05 were 

considered as significant variables and 
reserved. Afterward, the least absolute 
shrinkage and selection operator (LASSO) 
was applied to select the best feature data 
set with 10-fold cross-validation for select-
ing the parameter lambda using the 1 
standard error of the minimum criteria (the 
1-SE criteria) in R language (v.3.6; available 
from URL: https://www.r-project.org).36 The 
LASSO algorithm conducts feature selec-
tion and regularization for the improve-
ment of mode prediction accuracy. Detailed 
descriptions of the LASSO algorithm were 
shown in Supplementary S3. The features 
with non-zero LASSO coefficients were 
retained. To realize feature-level fusion of 
the handcrafted and deep features, the 2 
features sets were combined, then further 
selected with the logistic regression model 
using Akaike information criterion as the 
stopping rule in R language v3.6.

Development of the clinical model, 
radiomics signature, and nomogram

The discriminative clinical character-
istics were identified by the univariate 
logistic regression. The multivariate logis-
tic regression was applied to the clinical 
characteristics with P < .05 to construct 
a clinical model. The radiomics signature 
was built based on the selected features 
weighted by LASSO coefficients. The “rms” 
package in R language v3.6 was used to 
develop the radiomics nomogram by inte-
grating the radiomics signature within 
the second row and discriminative clini-
cal characteristics within the third and 
fourth row.

Statistical analysis
Clinical characteristics (age, menstruation 

status, history of biopsy, and family history 

of breast cancer) and the BI-RADS assess-
ment were retrieved from the EMRS of our 
hospital. Mann-Whitney U test and chi-
square test were performed in R language 
v3.6 on continuous and discrete variables, 
respectively. A two-sided P value of <.05 
was considered statistically significant. The 
feature reliability was evaluated with intra-
class correlation coefficient (ICC)37 using 
40 randomly selected patients, 20 with 
benign breast lesions and 20 with malig-
nant breast lesions. The receiver operating 
characteristic (ROC) curves were plotted 
using the “pROC” package with the optimal 
cutoff value obtained using the maximum 
Youden index.38 The ROC curves of each 
model were compared with the Delong 
test in R language v3.6. The unsupervised 
cluster analysis, as a widely used clustering 
algorithm in illustrating the discriminabil-
ity of the features and distribution of all 
samples, was performed using the “scipy” 
package in Python v3.6. Calibration curves 
were drawn to depict the calibration of the 
nomogram in the training and validation 
cohorts. Decision curve analysis (DCA) was 
performed in R language v3.6 to assess the 
clinical usefulness of the models. Figure 2 
illustrates the workflow of this study. All the 
R packages used in this study were listed in 
Supplementary S4.

Results
Table 1 shows the statistical analysis 

results of clinical characteristics and BI-RADS 
assessment. The results indicated that there 
were no statistical differences between the 
benign and malignant groups in types of 
family history of breast cancer and history 
of biopsy (P > .25). Age, menstruation sta-
tus, and BI-RADS assessment were signifi-
cantly different between the malignant and 

Figure 1.  An example of a malignant breast lesion and the dilated masks in the digital breast tomosynthesis (DBT) image. The red-colored region 
represents the original tumoral region that was manually segmented by radiologists. The colored rings outside the tumoral region indicate the radially 
dilated regions. Each ring is 2 mm wide. 

https://www.r-project.org


220 • May 2022 • Diagnostic and Interventional Radiology� Niu et al.

benign groups (P < .001, P = .003, and P < 
.001 in the training cohort, respectively; all 
P < .001 in the validation cohort).

The discriminative performance of 
logistic regression models based on hand-
crafted and deep features selected from 
tumoral and the peritumoral regions was 

compared and listed in Supplementary 
Table S1. Bold type indicates the best model  
with low over-fitting and high AUCs. Figure 3  
shows the ROC curves of each model. The 
results indicated that the handcrafted 
and deep features extracted from the 
peritumoral regions with 2 mm dilation 

distances showed the best discriminative 
performance, with AUCs of 0.777 and 0.851 
(handcrafted features), and 0.973 and 0.975 
(deep features) in the training and valida-
tion cohorts, respectively.

Table 2 lists the 4 features selected from 
the peritumoral regions with 2 mm dilation 
distances in the DBT image, 2 of handcrafted 
and 2 of deep features. Supplementary 
Figure S1 shows the feature selection using 
the LASSO algorithm. All features exhibited 
favorable discriminative power in training 
and validation cohorts, with AUC > 0.700 
and P < .001. The features have good con-
sistency with ICCs all over 0.83. The results 
revealed that deep features were more 
discriminative than handcrafted features 
(compare the AUCs of the deep features 
with those of the handcrafted features in 
Table 2).

To evaluate the statistical distribu-
tions of the 4 selected features, boxplot 
analysis was performed as shown in 
Figure 4. All features showed statistically 
significant (P < .001) differences between 
the malignant and benign groups. The 
values of log_sigma_3_0_mm_3D_glszm_ 
SizeZoneNonUniformityNormalized feature 
in the benign group tend to be larger than 
those in the malignant group, while the val-
ues of lbp_2D_glrlm_RunEntropy feature in 
the benign group tend to be smaller than 

Figure 2.  Overall workflow of this study. ROI, region of interest.

Table 1.  Statistical analysis results of clinical characteristics and BI-RADS assessment

Characteristic

Training cohort Validation cohort

Benign 
(n = 56)

Malignant 
(n = 67)

 
P

Benign 
(n = 29)

Malignant 
(n = 33)

 
P

Age (years), 
mean ± SD

44.6 ± 10.4 52.1 ± 9.0 <.001 39.9 ± 8.6 55.5 ± 8.1 <.001

Family history of breast cancer, n (%) 1.0 .26

+ 4 (7.1) 5 (7.5) 2 (6.9) 6 (18.2)

− 52 (92.9) 62 (92.5) 27 (93.1) 27 (81.8)

History of biopsy, n (%) 1.0 .60

+ 2 (3.6) 2 (3.0) 2 (6.9) 1 (3.0)

− 52 (96.3) 65 (97.0) 27 (93.1) 32 (97.0)

Menstruation status, n (%) .003 <.001

+ 13 (23.2) 34 (50.7) 3 (10.3) 23 (69.7)

− 43 (76.8) 33 (49.3) 26 (89.7) 10 (30.3)

BI-RADS, n (%) <.001 <.001

0, 1, 2, 3 18 (32.1) 0 (0.0) 11 (37.9) 1 (3.0)

4A, 4B, 4C 38 (67.9) 52 (77.6) 18 (62.1) 20 (60.6)

5, 6 0 (0.0) 15 (22.4) 0 (0.0) 11 (33.3)

SD, standard deviation; BI-RADS, breast imaging reporting and data system.
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those in the malignant group. Unsupervised 
cluster analysis was performed on the 
selected features and patients to represent 
similarity and affinity between all samples 
as shown in Supplementary Figure S2. The 
2 deep features exhibited obvious clusters 
between the benign and malignant groups. 
Benign and malignant breast lesions can be 
roughly separated by the deep features.

The radiomics signature was developed 
by incorporating the 4 selected features 
weighted by the non-zero LASSO coeffi-
cients and shown as follows: Radiomics sig-
nature = −0.008193566 + FC2_24 × 29.427 
074367 + FC2_44 × −13.508175116 + log_s​
igma_​3_0_m​m_3D_​glszm​_Size​Zo​neN​
onUni​formi​tyNor​maliz​ed × 3.140812585 + 
lbp_2​D_glr​lm_Ru​nEntr​opy​×​-​0.339​91326​3.

Figure 5a shows our constructed clini-
cal radiomics nomogram, which includes 
the radiomics signature within the second 
row and age and menstrual status within 
the third and fourth row, respectively. 
Each predictor with a given value can be 
mapped to the point axis. The sum of the 
points can be referred to in the total point 
axis. Afterward, users can map the total 
points to the linear predictor axis and the 
probability axis at the bottom of the nomo-
gram to obtain the values of linear predic-
tor and the probability. The risk of being a 
malignant lesion can be read off the scale 
in the last row by vertically drawing a line 
from the total points.

Calibration curves for the training and 
validation cohorts were shown in Figure 5a, 
5c, indicating the acceptable agreements 
between the nomogram-estimated proba-
bility and the actual outcomes of the breast 
lesions (i.e., the malignancy rate). The x- and 
y-axis represented the model-calculated 
and the actual probabilities, respectively. 
The 45˚ blue line and the red dotted line 
represent an ideal diagnosis and the perfor-
mance of our nomogram, respectively. The 
closer the red dotted line is to the blue line, 
the better the discriminative performance 
of the nomogram. 

Table 3 evaluates the diagnostic per-
formances of the clinical model, BI-RADS 
assessment, radiomics signature, and 
nomogram. The results showed that the 
clinical model performed the worst among 
the 4 models. The radiomics signature was 
significantly superior to the clinical model 
and BI-RADS assessment in terms of AUC, 
accuracy, sensitivity, and specificity. The 
nomogram integrating the radiomics sig-
nature and important clinical factors (age 
and menstruation status) achieved the 

Figure 3. a-d.   ROC curves of the logistic regression models based on tumoral and peritumoral 
regions: (a) and (b), logistic regression models using handcrafted features in the training (a) and 
validation (b) cohorts; (c) and (d), logistic regression models using deep features in the training (c) 
and validation (d) cohorts. AUC, area under the curve; ROC, receiver operating characteristic.

Table 2.  Discriminative performance of the selected handcrafted and deep features

Features Cohorts

Mean ± SD

AUC (95% CI) P ICCBenign Malignant

FC2_24 Training 0.074 ± 0.030 0.017 ± 0.018 0.977 (0.953-1.000) <.001 0.89

Validation 0.926 (0.859-0.993) <.001

FC2_44 Training 0.007 ± 0.017 0.097 ± 0.056 0.973 (0.944-1.000) <.001 0.83

Validation 0.937 (0.873-1.000) <.001

log_s​igma_​3_0_m​m_3D_​glszm​_Size​ZoneN​onUni​
formi​tyNor​maliz​ed

Training 0.116 ± 0.063 0.074 ± 0.036 0.733 (0.645-0.821) <.001 0.97

Validation 0.701 (0.568-0.836) <.001

lbp_2D_glrlm_RunEntropy Training 3.162 ± 0.228 3.371 ± 0.250 0.701 (0.568-0.836) <.001 0.95

Validation 0.704 (0.573-0.836) <.001

SD, standard deviation; AUC, area under the ROC; ICC, intraclass correlation.
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best discriminative ability with an AUC of 
0.980 (95% CI, 0.960 to 1.000) in the train-
ing cohort and 0.985 (95% CI, 0.960 to 
1.000) in the validation cohort, respectively. 
Figure 6 depicts the ROC curves of each 
model. The ROC curve of the clinical model 
was significantly different from the BI-RADS, 
radiomics signature, and nomogram 
(P = .006, P < .001, and P < .001 in the train-
ing cohort, respectively; P = .072, P < .001, 
and P < .001 in the validation cohort, respec-
tively) according to the Delong test. The 
ROC curve of the BI-RADS category was 
significantly different from the radiomics 
signature and nomogram (P =.021 and  
P =.067 in the training cohort, respectively; 
P =.008 and P =.032 in the validation cohort, 
respectively). There were no significant 
differences in the ROC curves between 
the radiomics signature and nomogram 
(P = .76 in the training cohort; P = .72 in the 
validation cohort).

The decision curves of the clinical model, 
radiomics signature, BI-RADS assessment, 
and nomogram were presented in Figure 7. 
Greater benefit can be obtained from the 
nomogram when the threshold probability 
is more than .04. The results indicated that 
the nomogram had the best clinical utility 
for discrimination of breast cancer com-
pared with the clinical model, radiomics 
signature, and BI-RADS assessment.

Discussion
In this study, we enrolled 185 patients 

who underwent DBT scans and whose 
lesions were pathologically confirmed as 
either benign or malignant. This was far 
more than early studies that enrolled 26,29 
39,30 and 4013 patients with DBT examina-
tions. We evaluated and compared the dis-
criminative performance of tumoral and 
peritumoral regions in the DBT image by 
calculating the radiomics features from the 
tumoral and peritumoral regions with differ-
ent dilation distances outside the primary 
lesions. Our results revealed that the fea-
tures from the peritumoral regions at 2 mm  
dilation distances achieved the best dis-
criminative performance for both the hand-
crafted and deep features (Supplementary 
Table S1), suggesting that the peritumoral 
regions in the DBT image were important 
for diagnosing breast cancer. The results 
were consistent with previous reports that 
demonstrated the discriminative power of 
peritumoral regions since tumor cells tend 

Figure 4.  Boxplots of the 4 selected features from the DBT image.

Figure 5. a-c.  Development and validation of the nomogram based on DBT data: (a), the developed 
nomogram model; (b) and (c), calibration curves of the model in training (b) and validation (c) 
cohort, respectively.
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to migrate from primary tumor to peritu-
moral regions, which would cause morpho-
logical changes in clinical imaging.39-41

We calculated 1967 handcrafted and 
512 deep features from each patient to 
obtain richer information from the DBT 
image. This was far more than a previ-
ous study that only calculated 104 fea-
tures.13 The results showed that the deep 
features exhibited more discriminative 
power than the handcrafted features 
(compare the AUC, accuracy, sensitivity, 
and specificity of each model in Table 2). 
Logistic regression models built with deep 
features always outperformed those built 
with handcrafted features. The result was 
consistent with previous studies that 
also found the deep features were supe-
rior to the traditional handcrafted fea-
tures.42,43 This may be partially explained by 
considering the fact that the handcrafted 
features belong to low-order or simple 
high-order features, which contain limited 
information, when compared with the deep 
features that involve high-dimension infor-
mation.44 Among the 2479 features, a total 
of 4 features were identified as the most 
discriminative features (AUCs > 0.700 and 
P < .001), 1 of log_sigma_3_0_mm_3D_
glszm, 1 of lbp_2D_glrlm, and 2 of the 
deep features. The 2 handcrafted features 
both belonged to texture feature classes. 
This was consistent with previous reports 
by Kontos’s group,45,46 who also found that 
texture features were closely correlated 
to breast cancer in the DBT image. The 
lbp_2D_glrlm_RunEntropy feature reflects 
the gray-level change characteristics in 

local texture features. The higher value 
of this feature indicates the more compli-
cated texture and heterogeneity of the 
tumoral region, which suggests that the 
tumor tends to be malignant. Our results 
showed that the values of this feature 
were higher in the malignant patients than 
those in benign patients (Figure 4). The 
log_sigma_3_0_mm_3D_glszm feature, 
on the other hand, quantifies the changes 
of gray level in connected regions of image 
edges, which reflects the characteristics 
of tumor edges. Our results revealed that 
the benign lesions tend to have more clear 
edges since the values of this feature were 
bigger in benign patients compared to 
those in malignant patients (Figure 4). This 
was consistent with a previous report that 
also suggested the edge characteristics of 
breast lesions were important in the differ-
entiation between benign and malignant 
lesions.47

The 4 selected features were used to 
build the radiomics signature and gen-
erated good accuracy to differentiate 
malignant lesions with AUCs of 0.974 and 
0.986 in the training and validation cohorts, 
respectively. The age and menstruation sta-
tus were identified as the most important 
clinical characteristics in differentiating the 
benign and malignant lesions. Then, a clini-
cal model integrating age and menstruation 
status was built and showed poor discrimi-
native performance with AUCs of 0.794 and 
0.777 in the training and validation cohorts, 
respectively. To facilitate clinicians on 
potential utilization of our radiomics meth-
ods, a radiomics nomogram incorporating 

the radiomics signature and important 
clinical factors (age and menstruation 
status) was developed, and it achieved the 
highest discriminative performance, which 
outperformed the results of the BI-RADS 
assessment (AUCs, nomogram vs. BI-RADS, 
0.980 vs. 0.918 and 0.985 vs. 0.898 in train-
ing and validation cohorts, respectively). 
The nomogram was also superior to the 
results of the BI-RADS assessment in terms 
of missed diagnosis rates and misdiagnosis 
rates (Table 3). The results indicated that 
our nomogram had better diagnostic abil-
ity than the classical mammographic-DBT 
evaluation method. The DCA demonstrated 
that more net benefit can be obtained for 
the patients by utilizing our nomogram 
compared with the clinical model and 
BI-RADS assessment, which indicates good 
potential in clinical uses. Therefore, we sug-
gest that our nomogram integrating the 
radiomics signature and important clinical 
factors (age and menstruation status) can 
be considered as a useful tool in assisting 
clinicians in the early screening of breast 
cancer using DBT scans. To use our nomo-
gram, clinicians should draw the ROIs on 
each DBT slice and calculate the probabil-
ity of a patient having benign or malignant 
lesions based on the radiomics signature 
formula and values of the patient’s age and 
menstruation status. Afterward, clinicians 
can incorporate the obtained probability 
values with other clinical manifestations 
of the patient to make comprehensive 
decisions.

There were some limitations in our study. 
First, the enrolled patients were from the 

Table 3.  Evaluation of the clinical model, BI-RADS assessment, radiomics signature, and nomogram

Training cohort Validation cohort

AUC (95% CI) Acc Sen Spe P AUC (95% CI) Acc Sen Spe P

M1 0.794 (0.711-0.877) 0.756 0.661 0.761 0.777 (0.711-0.877) 0.700 0.724 0.758

M2 0.918 (0.877-0.970) 0.840 0.881 0.804 0.898 (0.822-0.976) 0.839 0.848 0.828

M3 0.974 (0.954-0.997) 0.946 0.970 0.927 0.986 (0.954-1.000) 0.862 0.939 0.931

M4 0.980 (0.960-1.000) 0.935 0.970 0.946 0.985 (0.960-1.000) 0.903 0.909 0.966

M1 vs. M2 .006 .072

M1 vs. M3 <.001 <.001

M1 vs. M4 <.001 <.001

M2 vs. M3 .021 .067

M2 vs. M4 .008 .032

M3 vs. M4 .76 .72

BI-RADS, breast imaging reporting and data system assessment; AUC, area under the ROC curve; 95% CI, 95% confidence interval; Acc, accuracy; Sen, sensitivity; Spe, specificity; 
M1, clinical model; M2, M3, radiomics signature; M4, nomogram.
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same hospital. We are working with mul-
ticenter research teams to enroll patients 
from other hospitals to assess the robust-
ness of the developed models. Second, the 
assessment of the effects of breast density 
on peritumoral radiomics was missing. 
This is because the study was conducted 
in China with most samples having dense 
breasts. Patients with different breast densi-
ties would be enrolled in our future study. 
Third, the ROIs on each slice were manually 
segmented, which increased the workload. 
Further studies are required to build deep 
learning-based segmentation methods to 
segment the lesions automatically in the 
DBT image.

In conclusion, our findings demonstrated 
the discriminative values of tumoral and 
peritumoral regions in the breast DBT 
image. The deep features were important 
in addition to the traditional handcrafted 
features in the differentiation of benign 
and malignant lesions. Our radiomics 
nomogram exhibited good discrimina-
tive performance, which suggests its 
potential in assisting the diagnosis of DBT 
mammograms.
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Supplementary data

S1. Radiomics feature extraction
Normalization is based on all gray values in 

the DBT image. The normalizations of the gray 
level values in the DBT image were performed 
using the following function: f(x) = s(x–µx)σx, 
where: x and f(x) are the original and normal-
ized intensity, respectively. µx and σx are the 
mean and standard deviation of the image 
intensity values. The s is an optional scaling 
defined by scale and was set to 1 by default. 
A B-spline interpolator is used in resampling 
the DBT image and resampling to a voxel of 

0.1×0.1×1.0 mm3. Nodule region intensity 
values were discretized using a bin width of 
25 Hounsfield units.

S2. Radiomics feature extraction 
methodology and filter types

For each patient, a total of 1967 hand-
crafted features were calculated. The features 
include 3 types: (i)18 first-order statistics fea-
tures, (ii) 14 shape-based features and (iii) 75 
textural features. The handcrafted features 
were extracted using ‘Pyradiomics (v.2.2.0)’.

First-order statistics features: First-order 
statistics describe the distribution of voxel 

intensities within the DBT image region 
defined by the mask through commonly 
used and basic metrics. 

Shape-based features: Shape-based fea-
tures we included were descriptors of the 
3-dimensional and 2-dimensional size and 
shape of the ROI. These features are indepen-
dent from the gray level intensity distribution 
in the ROI and are therefore only calculated 
on the non-derived image and mask.

Textural features: Textural features repre-
sent the textural characteristics and reflect 
the homogeneity phenomenon in medical 
images. The 75 textural features include 

Supplementary Figure S2.  Unsupervised cluster analysis of the selected features from peritumoral regions in the DBT (digital breast tomosynthesis) 
image and patients. The x-axis represents the selected features (n=4). The y-axis represents the patients (n=185). The red color represents patients with 
malignant tumor, while the blue color indicates the patients with benign tumor. 

Supplementary Figure S1. a, b.  Radiomics feature selection using the least absolute shrinkage and selection operator (LASSO) logistic regression. (a) Tuning 
parameter (λ) selection in the LASSO model used 10-fold cross-validation via minimum criteria. (b) LASSO coefficient profiles of the radiomics features.



24 gray level cooccurence matrix (GLCM), 
16 gray level run length matrix (GLRLM), 
16 gray level size zone matrix (GLSZM), 
5 neighbour gray tone difference matrix 
(NGTDM) and 14 gray level dependence 
matrix (GLDM).

The features calculated from the DBT 
images filtered were with eight types of fil-
ters, including laplacian of gaussian, wavelet, 
square, square root, logarithm, exponential, 
gradient and local binary pattern 2D/3D fil-
ters. Detailed descriptions of the feature 
extraction methodology, image types and 
parameter settings were described in the 
Pyradiomics documentation (https​://py​radio​
mics.​readt​hedoc​s.io/​en/la​test).

S3. LASSO details
LASSO is a regularization method that may 

be used with multiple regression models. The 

LASSO with logistic regression model was 
used in this study. In addition, LASSO has a 
L1 regularization which due to the penalty 
equal to the absolute value of the magnitude 
of coefficients, L1 regularization will result in 
a sparse model with fewer coefficients. Some 
coefficients can become zero and removed 
from the model. In this study, a total of 4 fea-
tures with nonzero coefficients were selected 
as the most discriminative features by LASSO. 
LASSO regression is well-suited for models 
showing high-levels of variable selection. 
The “glmnet” package in R language v3.6 was 
used to perform the LASSO. In addition, a tun-
ing parameter (lambda) was selected to maxi-
mize AUC in the total training. A total of 100 
lambda values were generated, from which 
we finally picked the largest value of lambda 
such that error is within 1 standard error of the 
minimum criteria (the 1-SE criteria). 

S4. R packages
The packages in R language v3.6 used in 

this study:

1)	 LASSO logistic regression was per-
formed using the “glmnet” package.

2)	 Intra-class correlation coefficient (ICC) 
was performed using the “irr” package.

3)	 Multivariate logistic regression was per-
formed using the “rms” package.

4)	 Nomogram was performed using the 
“rms” package.

5)	 DeLong test was performed using the 
“pROC” package.

6)	 Normality assessment was performed 
using the “nortest” package.

7)	 Decision curve analysis was performed 
using the “rmda” package.

8)	 Other statistical tests were performed 
using the “stats” package.

Supplementary Table 1.  Discriminative performance of the logistic regression models based on handcrafted and deep features selected from tumoral 
and the peritumoral regions

Dilation 
Distances Cohorts

Models based on handcrafted features Models based on deep features

AUC (95% CI) Acc Sen Spe AUC (95% CI) Acc Sen Spe

0 mm Training 
cohort

0.842 (0.756–0.906) 0.789 0.732 0.836 0.967 (0.817–0.973) 0.943 0.929 0.955

Validation 
cohort

0.703 (0.566–0.830) 0.629 0.414 0.818 0.971 (0.806–0.973) 0.935 0.977 0.833

2 mm* Training 
cohort

0.777 (0.666–0.839) 0.715 0.661 0.761 0.973 (0.932–0.996) 0.927 0.946 0.910

Validation 
cohort

0.851 (0.725–0.926) 0.710 0.517 0.879 0.975 (0.940–1.000) 0.920 0.897 0.939

4 mm Training 
cohort

0.740 (0.652–0.827) 0.667 0.607 0.716 0.963 (0.931–0.995) 0.911 0.911 0.910

Validation 
cohort

0.725 (0.598–0.850) 0.677 0.483 0.848 0.966 (0.891–1.000) 0.952 0.897 1.000

6 mm Training 
cohort

0.723 (0.632–0.814) 0.683 0.625 0.731 0.966 (0.935–0.998) 0.910 0.911 0.910

Validation 
cohort

0.764 (0.646–0.882) 0.694 0.586 0.788 0.951 (0.889–1.000) 0.920 0.897 0.939

8 mm Training 
cohort

0.724 (0.633–0.815) 0.675 0.625 0.716 0.982 (0.965–0.999) 0.934 0.929 0.940

Validation 
cohort

0.762 (0.643–0.881) 0.694 0.586 0.788 0.937 (0.863–1.000) 0.952 0.931 0.970

10 mm Training 
cohort

0.723 (0.631–0.814) 0.683 0.643 0.716 0.971 (0.943–1.000) 0.919 0.929 0.910

Validation 
cohort

0.761 (0.642–0.880) 0.726 0.621 0.818 0.930 (0.858–1.000) 0.919 0.897 0.939

AUC, area under the ROC curve; CI, confidence interval; Acc, accuracy; Sen, sensitivity; Spe, specificity. 
* The best dilation distance with low over-fitting and high AUCs of the logistic regression model.

https://pyradiomics.readthedocs.io/en/latest
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